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Thomas H. Cormen

Laboratory for Computer Science

Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

February, 1987

Abstract An n-by-in perfect concentrator switch has n in-
put wires Xl,X 2 ,...,X, and m < n output wires

Due to chip area and pin count constraints, large Y1, Y2 ... Y,. The switch can establish m disjoint
concentrator switches sometimes must be partitioned electrical paths from any set of m input wires to the
among several chips. This paper presents designs rn output wires. A perfect concentrator switch al-
for two multicLip partial concentrator switches, both ways routes as many messages as possible. Specifi-
of which follow from a lemma showing that an c- cally, whenever k out of the n input wires of an n-by-
nearsorter is also an (n, in, 1 - c/,n) partial concen- in perfect concentrator switch carry messages, one of
trator. the following is true:

The first switch, based on the Revsort algorithm, is
an (n, m, 1 - O(nal4/rn)) partial concentrator switch * If k < m, then an electrical path is established
with at most 2\/n + [(Ign)/21 data pins per chip, from each input wire that contains a message to
e(.'n) chips, and volume O(n/ 2 ). A message incurs an output wire.
31gn+O(1) gate delays in passing through the switch.

The second switch, based on Columnsort, is an * If k > in, then each output wire has an electrical
(n, mn, 1 - O(n2- 2 3 /r)) partial concentrator switch path established from an input wire that contains
with e(nO) data pins per chip, 1(n'-3) chips, and a message.
volume O(nl+l), for any 1/2 < ) < 1. A message When k > in, some messages cannot be successfully
incurs 43lIg n + 0() gate delays. routed, in which case we say the switch is congested.

Typical ways of handling unsuccessfully routed mes-
1 Introduction sages in a routing network are to buffer them, to mis-

route them, or to simply drop them and rely on a
'rhe problem of conceitrating relatively few signals higher-level acknowledgment protocol to detect this
on many input lines onto a lesser number of output situation and resend them. The switch designs in this
lines must be solved in many kinds of communication paper are compatible with any of these congestion con-
networks. In many parallel computing systens, in- trol methods.
formation is packaged into messages which are routed One way to create a perfect concentrator switch is
among the processors. The switches that route these with a hyperconcentrator switch. An n-by-n hyper.
messages sometimes require more chip area or input concentrator switch has n input wires X 1, X2,. .- X,
and output wires than a single chip can supply. This and n output wires Y1., Y2 ..... Yn. The switch can
paper presents two designs for fast miultichip partial establish disjoint electrical paths from any set of k in-
concentrator switches suitable for routing bit-serial put wires, for any I < k < n, to the first k output
messages in a pa;rallel supercomputer. The key lemma wires , I ki . In other words, we route the k
of this paper may be used to justify other partial con- messages to the first k output wires. We can make
centrator designs. any n-by-im perfect, concentrator switch from an n-

by-n hyperconcentrator switch by simply choosing the
This researh was supported in part by the Defense Ad- first in output. wires of the hyperconcentrator switch,

vanced Research Projects Agency mnder Coniract N0001i.-

80-(-0622 and in part by a National Science Foundation ,... ,, as the in output wires of the perfect
Fellowship. concentrator switch.
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An efficient n-by-n hyperconcentrator switch design An (u/n(i. in/n. rt) partial concentrator switch can
is given in [11 and [2). This switch has a highly regu- be used anywhere an n-by-in perfect concentralor
lar layout in both ratioed nMOS and domino CMOS switch is required. Consider a set of k < rn mes-
technologies, and a signal incurs exactly 2 lg n gate sages to be routed through an n-by-in perfect con-
delays through the switch.' This switch uses e(n 2) centrator switch. For the (n/o, in/an) partial con-
components and has area O(n 2 ). centrator switch, we have that, k < m = a (rn/a),

Partitioning this hyperconcentrator switch ationg and thus all k messages are routed to output wires.
multiple chips with p pins each requires Q((n/p)2) If there are instead k > In messages to be routed
chips, since each p-pin chip has area O(p2 ) and there through the perfect concentrator switch, we have that
are -(1 2) components to partition. We may need to k > in = (in/n) for the (n/o, ni/a, a) partial con-
partition the switch for two reasons: centrator switch, and thus 71n output wires carry mes-

sages. In either case, the partial concentrator switch
1. The -O(n'-2 ) area mlay exceed the available chip performs the same function as the perfect concentra-

area. tor switch, at. the cost, of a i/a-factor increase in the

number of input, and output wires.
2. If the switch is to be packaged by itselfon a chip. In this paper, we show a connection between near-

it nay require more input and output pins than sorting and partial concentration. Ve then use this
are provided by the packaging technology, relationship to design two efficient multichip partial

A different hyperconcentrator switch, comprised of a concentrator switches, both of which use the hyper-
parallel prefix circuit and a butterfly network [1], can concentrator switch of [1) and [2 as a subcircuit on a
be built in volume 0(n3 /2 ) with O(n Ig n) chips and single chip.

as few as four data pins per chip, but this switch is The remainder of this paper is organized as fol-

not combinational. Although its sequential control lows. Section 2 covers some basic terminology and
is not very complex, it is not as simple as that of a describes the message format upon which the switches
combinational circuit. are based. Section 3 defines nearsorting and shows the

Partial concentrator switches, as we shall see in See- relationship bet ween nearsorting and partial concen-
tions 4 and 5, can be combinational with relatively tration. Section 4 presents a design for a partial con-
low gate delays. Yet, given chips with p pins, we can centrator switch based on the Revsort algorithm for
pnowsort ing on a mesh; Section 5 does the same, but basedycpartition n-input partial concentrator switches osing oi the (olumsort algorithm for sorting on a mesh._ o n l y ( O ( n / p ) c h i p s . A n ( n , me , a ) p a r t i a l c o n c e n t r a t o r i a l , S c o n 6 o t i s f u h e r r a k b u t m -
switch has n input wires X, X 2 , . .. , Xn , ni < n out- Finally, Section 6 contains further remarks about mul-
put wires Yi,......Y , and a fraction 0 < a < I tichip concentrator switches.

such that disjoint electrical paths may be established
from any set of k input wires, for any 1 < k < ala, to 2 Preliminaries
k output, wires.

1 A lightly loaded partial concentrator switch is sini- it tlhi.s sect ion, we define some basic terminology and
ilar to a perfect concentrator switch. If there are k mathematical coventions and present the message
messages entering an (n,in,a) partial concentrator format assumed by the switch designs.
switch, one of the following is true: Bit and boolean values are denoted by "I" and "0"

for -I tiI and v.\I.sv res)ct-ily.
" If k < (bil. then an electrical pati is eslaldiheI We a.slllei Himt Ilie switches rout,, bti-serial rnms-

from ,ach input wire that contains a message to sagc s Each message is foried by a stream of bits
all output wire. arriving at a wire at the rate of one bit per clock cy-

dlc. The fir.!! hit of each message that arrives at an" If k > a nI. then at least r bi electrical Ip ts an, iinput wire is the wlid bit, indicating whether subse-
a established from input wires containing iness:ag.s (Itlentt hils arriving on that wire form a valid message

to output, wires. or an invalid message. The bit sequence following a

\Ve call the fractioin a the load matia Ifri part il c - valid bit of I forms a valid inessage, which we wouldcenralor switch is lightly loaderatio. I a pt (-l,,t- like to he routed frot an input wire to an output wire

messages entering is at most nin, he a h 11( of lie switch. Frothere it iay pass through the
sages are routed to output wires rultaiiiler (f the routiing etwork. A valid bit of 0

imiicat,.s atn inralid ivssay(, whi ,hI does not need to
W % , tii I hC notatiin Ig tiI, denoie ng2 r i ro- ,i l t I a output wire.

2



The valid hits all arrive at th e input wires of a11111000000
switch during the same clock cycle, which we call
setup. An external control line signals setup. Nfes-
sage bits entering through input wires at cycles after k n-k
setup follow tile electrical paths in thle switch that are_________________
established during setup.li 1011000(0

We shall adopt sonme notational conventions to ease IIII llool0o00

the exposition iii the remainder of this paper. Upper-
case symbols d note wire names and( lowercase syni- k- ,F k- E
bols denote integer values. We shall also use upper- Figure 1: A fully sorted sequence of k I's and n - k

casesymols o dnotebitvales o th wirs tey O's and an e-nearsorted sequence of the samre values. The
naewhnte sgei nabguu.~~ie ae c-nearsorted sequence consists of a clean sequence of at

will usually he subscripted, least k - e I's followed by a dirty sequence of at most 2c
A sequence of values is sorted if it is in nonincreas- bits followed by a clean sequence of at least n - k - r 0's.

ing order. The valid bits output by anl n-bvyn hyper-
JW concentrator switch are thus sorted, since i'f there are

k valid messages, we have Lemmia 1 A sequence of n bits, containing k I 's and
n - k O's, is e-nearsorted af and only if it consists of

Yy- k= I a clean sequence of at least k - e I's followed by a
Yk+i,Yk-+2.......= 0 dirty sequence of at most 2c bits followed by a clean

sequence of at least n - k - E 0's.
during setup.

Concentrators wvere originally presenitedl as graphs Proof (=>) As shown in Figure 1, a fully sorted se-
in, for example, [4,5,81. Thle term "hyperconcentra- quence of k I's and ni - k O's is simply k I's followed
tor" is due to Valiant. Vertex-disjoint paths fromi des- by n - k 0's. In an E-nearsorted sequence of the same
ignated input nodcs to designated output nodes are values, each 1 appears within the first k + 6 positions,
the concentrator graph counterpart of the combina- and each 0 appears within the last n - k + c positions.
tional routing paths established during setup in the The only dirty sequence within the c-nearsorte se-
concentrator switches of this paper. quence is therefore centered at the kth position and

extends c positions to either side. Thle lemma then

3 Nearsorting and Partial Concentra- follows.
tion (.)Again referring to Figure 1, each 1 is within

thle first k + c positions, and each 0 is within the last
In this section, we define c-nearsorting and show it~s n- k+ e positions. The sequence is thus c-nearsorted.
relationship to p~artial concentration. The key cirna0
proven in this es'ct ion is usedl in the next two sect ions The following lemma is the key lemmna that relates
to justffy partiidl concentrator switch constructions. e-nearsorting to p~artial concentration.

A sequence of values is :-i(arsortfrd I feach element
in the sequence is within e positioiis or vre it be.- Lenina 2 LOt P bc a swritch with n inputs
longs in the, fully sorted sequence. For examrple. the X 1, X 2 ,. .. X, and n outputs Y, ,.. ,. and sup-
sequence, 5. 3. 6, 1,4 .12 is 2-nearsorted since each ele- pose that P r-n(arsorts ralid bits. Then by rirstricting
ruent is at mlost two places awvay fromi its correct pio- the outputs of P to Y1  2 . ,, for any in < n.
sit ion in the fullyv sorted sequence 6, 5, .1,3. 2. 1 . The P) is an (n, in, ov) partial conccntratoi qwitch, where
value v need 11ot be a constant: we will tisually let E be (V ~m
a funcition of t lie size of t lie seq1uience. A hully sorted
seqtuence is alsor (t-nearsort('d. Proof Consider any input to switch P) containing k

Sinice wbe are only initerestedl in nearsort ing valid I's and ni - A- O's. We have ami = (I - E/uI)Tn = m - 6.
bits, or the remiainder of this paper we shiall he con- and there are two cases.
cerned only wit hi inputs whose value is either 0 or Case 1: k < a.m = in - . We have m > k + .
1. We say that a Sequence of valuies is clean if they Since P is an e-nearsorter, each I appe-ars within the
all have the same value; otherwise the sequence is output's {Yl1 12.....),I+,) g C Yl, Y2 ,. Y,Im ). Thus,
dirty. The following lennna describes an F-uiearsorled each I is routed to anl out put of thle partial roncentrn-
sequence (if O'S 11n1 I's. tor switch.

3
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C >E n- (k- m+ c) tyl)eswit hat miost 2V/i7 + [(Ig in)/21 pins. aiit two
, 'Ael oanrd types.

I: 11110w001 1I 'i lie design is hasedl on Schnorr and Shamnir's
'*_ k l1 evsort algorit hin for sorting onl a iiiesh [7]. wvhich,

m positions, k k-M+ E although not optinial for sorting onl a inesh, is suin-
M-~ Cl's ple. Tlne Idea bein d thle partial concentrator switclh

Figure 2: The output of an (in, in, I -e/in) partial coincen- is to Ibearsort a. v/_t-hy-/ii iat-rix of valid bits. The
-. 5 trator switch that is not e-nearsorted. This -witch routes tit out put Wires of thle switch correspondl to the first

in - c out. of k > mn - e I's to the first in outputs. hillt lhe tit nearsortenl mat rix ent ries.
remaining k - mn + e I's are routed to tile last k - tin + E We ineedl somie basic definitions. We assume tha~t tile
out of the it outputs. If we have k + c < n - (k - tit + E), rows Mid columns of the Vfn x \/ii matrix are nm-
or equivalently, k+ c < (n + in)/2. then t he last k - mn + 6 br.'d 0. 1,. ...,/i - I and that \i = 21 for some in-
I's are not withine positions of out put 1 ., and lm ill I teger q. We also define, for any integer i, 0 < i < /n
output sequence is not E-nearsorted. rc'( i) to be the binary number obt ained by reversing

lie 'q bits Ii the biniary representation of i, including
C (ase 2: k- > nin = in - F. We have tit < the leading zeros. For example, when \,17 = 16. rev(3)

k + Again, each 1 appears within the out puts is 12.
{ Y . +, }. From Lemmna 1, we ktmoxv that The partial coniceuntrator switch is built froni three

at most _rof the outputs (V1 -. . ~ Y carry W's. stages, e achl stage' conltainling "41- tiy perconcent rat or
so at most E of the outputs {Y, 1 ,.... carry chips. ILacli j-bv-jil hyperconcentrator chip serves
0's. Trhus, at least rn - 6 nin of the outputs to fujlly sort a row or columin of valid bits in the un-
{1 1%,. . }M carry I's. derliniig niatrix. We shiall denote by 11~ the ith by-

We coniclude that by restricting thle outputs of 1) to l.ercoiiceitrator chip in stage 1, for I < I < 3 and 0 <
VI 2......Yn. P is anl (n, in, 1 - z/mu) partial concenl- i -,fn, With input wires X,O0 , XujIX,t V--
trator switcli. E aund otput wires 11.j. -,~. _ ,i"

The onvese f Lenia2 isnot iecssarly rue. The general idea of the construction of thle partial
As shown iii Figure 2. if an (mm, mu I - -/'n) partial concentirator switcli is as follows. Each stage 1 chip
cotncentrator switch routes in - e out of k > (UO = corresponds to a column of the matrix, so thme stage I
in- I''s to the first in outputs, the remiaimning k -ni+ chips fully sort thle valid bits Ii each column. The
I's may be routed to the last k - In + E out, of tile it inpu~it and output wires X1 ,j and Yij,j represent the

outut- Inthi cae, f terearemor thn 6oututs value of the matrix element at row i and column *j

between Vk and Y, _(k~nj+ct. then the output sequence beoeadftrstig

Neis not e-nearsorted. The wiring between stages 1 and 2 is effectively a
matrix transposition, accomplished by connecting the

4 A RevortBasd artal oncn- output. wire to t(lie input Wire X:-,,j for 0 < i, j <
4 A Resort-Bsed Patial Cncen- v IFachn stage 2 chip then corresponds to a row of

trator Switch the int rix. so the( stage 2 chips fully sort the( valid
bits ti each row. The iniput amid] output wires, N,2 ,1In this sect ion. we present a dlesigni for ant (it, pit, n and I ' , jrielre..nt ilie \atti of lie matrix element' at

partijal crotirat or switch that us,'s ( j7i) clips row i Ind ehn Immi j before and after sorting.
Witlli only (-)( ry/)) dlata pins each. The bas'ic buildimng Tlhe wiiiing betwovii stages 2 andh 3 Is the colmpo-
block is iel tnYporronctnt rator switch of [1] and [21 sit Ii of tw, it m permuitiationts. We first cycli-

,1att (1t' a chuip Eac-h message incur-. 3t 1,, 1 4- 0(1 ) al 11 o
* ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ al r''lat lelny iI )asiui tf~ Inogitn wtI.'~tla Iplaces to Ine right . for

gal, ~ ~ ~ ~ ~ ~ ~ ~ ~ I deKy II pas.l thogus, wt.1 ''l wdi hi .. t he iiiat rix element.ll ill r~ow i
raioi~o I~.0n 3

i/u M\ost of thlie results, oft Ilits and columni j. for 0t < i.j / i is mioved to row
Tios or tial co penta r ich c ll h iiile Z1 iutl colnimint I n ( ) 4- j) im od \Ilui. T he m atrix is thoul

'f h isd p a t a o i e t r t r s ~ i l a n I i n l ' a s t n e ci st g e 3 c h ip th e n c o rre s p o nid s to a
niented iii coltuiii oft tnn( mtintrix. so the stage 3 chips fuilly sort the

" two ditmiensions wit 0(0 2 ) arva Andile cthipi val id hit's Ill tacrll nmulinu. Tlie two pe1rimnintat ions are
type Withi 2\,/7 data pins, or ;tc'oiiilhisnwh Ili o)te wining step by colilieng the omt-

pilt Wire' Y t, i tpi ie.a~ t~ jt~~~'v
" three dimeinsions Wilit In(n' 2 ) Vohuunn. tw.o (.h1ip for 0) < , j ? e 11' wr

jU



The output wires of the partial concentrator switch :w)ou°pu wires

are the first tit output wires of the iiatrix in row-major )output wires
order, or ,j.i for 0 < i < LI/v'U a) 0 < J < _output wires
or i = [Y/ 1 ;YJ and 0 < j < in mod 6 111 e

Like the hyperconcent rator chips froin which it is
built, the partial concentrator switch is a comnbina- >outputwie:
tional circuit. 'rie routing paths are established by >output, Wres
the valid bits during setup, and subsequent hits fol- H-P]>°utput wires

low along these paths.
To see that this construction does indeed yield an )Output hres

(n, in, 1 - 0(n 3/4/ in)) partial concentrator switch, we
first observe that its operation is equivalent to the ;'stage 2

following algorithm, which corresponds to tie first 1 I , ,
iterations of Revsort:

Algorithm 1 Given a \iYi x v/i matrix with VI = -

2 q and matrix element values of 0 or 1. perform the
following four steps:

1. Fully sort the columns.

2. Fully sort tile rows.

3. For 0 < i < V/-n, cyclically rotate row i by rcr(i)
places to the right, i.e., move the element ill col-
umn j to colun (rci'(i) + ,j) mood VG  -sczge
Teully so t columns re +j)Figure 3: A two-dimensional layout of the Revsort-based

4. Fully sort the colunus, partial concentrator switch with n = 64 inputs and m = 28
outputs. The electrical paths established by 24 valid

The three sorting steps correspond to the three stages messages are shown with heavy lines. The output wires

of hyperconcentrator chips in tile partial concentra- are the top four output wires of hyperconcentrator chips

*tar switch construction. Tle wiring between stages I H3,0 , H3., H3,2 , H3,3 and tile top three output wires of hy-

and 2 corresponds to changing from sorting colunns perconcentrator chips H3.4 , H3,5, H 3,6 , H3 .7.

to sorting rows. The wiring between stages 2 and 3
corresponds to the cyclic rotations within rows and of consecutive stages. The area of this layout is e(n 2 )
changing from sorting rows to sorting columns. We since the crossbar wiring area is %0 ) , which dom-
are now ready to prove that this construction works, inates the total chip area of O(na 12). (Each stage

Theorem 3 Tht Rer.sort-based contrnto,, yIds of \/t-by--/fn hyperconcentrator chips consists of \/-n
chips, each with area 9(n). for a total chip area of

a t (it. i). I - 0 (u t"/I m )) pIrhal conrl h'ator, si itch. 9(n3/ ))

A signal incurs 2 [ig V/n] +0(1) gate delays in pass-
-'r,,of Both [1] and [7] show that after rinning Al- ing t hrouigh each chip. The 2 Jig OVi gate delays are

gorithni I on a V/n x V67 matrix with eleients val- from the hyperconcentrator switch within the chip.
tied 0 or 1. the matrix consists of only clean rows The I/0 pad circuitry accounts for the additional 0(1)
of I's at tile top, clean rows of 0's at tle bottom. delay. File total nnmber of gate delays incurred by a
and at most 2 In 1 / 4 1 - I dirty rows in tile middle, signal passing through tie entire partial concentrator
Since each row contains V-11 elements, there are at switch is thus
most 0(n 3 / 4 ) dirty bits. By Lemma 1, file sequence

( . 3 314 )-nearsorted. and by Leniia 2. the circuit is 6 fig v'7 1 + 0(1) _ 6 Ig \6n + 0( 1)
at n, 11. 1 - O(n1/4/l7)) partial concentrator switch. = 3 Ig n + 0(l)

ligurc 3 shows a two-tdimeniisional layout of the As shown in Figure 4, we can package the partial
switch using 3V/-i hypercoicentrator chips, with 20/; concentrator switch in three dimensions using volume
data pins each. We simply use crossbar wiring to ()(n 3/ 2) Each circuit board c(,etains one Vrf-by-\tn
perniute the wires between hyperconcentrator chips hyperconcentrator chip, corr,,vponding to one row or

1 .11 1 . ''1 1 9 11 r1

L aia 4t



cyclic rotation control/

* ~inputsoupt

.. ...

.5" stage 1 stage 2 stage 3

Figure 4: The three-dimensional packaging of the Revsort-based partial concentrator switch for n = 64. Each stack
S' contains ,fn- circuit boards and corresponds to one stage. Each board contains one N/n-#-by-/' hyperconcentrator chip,

and boards in stack 2 follow the hyperconcentrator chip by a V/ii-bit barrel shifter chip to perform the cyclic rotation of
each row. The lg \/'- control bits that determine the shift amount for each barrel shifter are hardwired.

column of the matrix. Each of the three stacks con- centrator chip and a \/--bit barrel shifter, both hav-
tains \/ n- boards and represents one stage. The wires ing area G(n). The whole stack of .i- boards, and
cross stack junctions in a \/n- x v/iT array, with the therefore the entire switch, has volume 0(n 3 /).
valid bit value of the wire in row i and column j equal Since the barrel shift amounts are hardwired and
to the value of the matrix element in the same position never change, the barrel shifters introduce only a con-

..c.. at the corresponding step of Algorithm 1. stant number of gate delays. A signal therefore incurs
The matrix transpose between stages 1 and 2 is per- 3 lg n + O(1) gate delays in passing through the three-

. formed in the natural way, with the ith output wire dimensional switch.
front board j in stage 1 going straight across tliejunc- Letting p, the number of pins per chip, be O(Vl/-),
tion to be the jth input wire of board i in stage 2. both the two-dimensional and three-dimensional lay-
The wiring permutation between the hyperconcentra- outs use only 0(n/p) chips.
tor chips of stages 2 and 3 includes the cyclic rotations
of the rows, followed by the transpose. The transpose 5 A Columnsort-Based Partial Con-
is performed in the natural way once again. We per- centrator Switch
form the cyclic rotation by following each stage 2 hy-
perconcentrator chip by a v/n-bit barrel shifter on the In this section, we present a design for an (n, n, o)
same board. The barrel shifter has f input wires, partial concentrator switch that, uses 0(n 1' - ) chips

. V/- output wires, and [g V/' ] control bits which, in- with 0(n13 ) pins each, where 1/2 < 3 < 1. The ba-
- terpreted as a binary integer. determine the rotation sic building block is a E(n3)-by-O(nO) hyperconcen-

,'' amount. We hardwire the control bits in the ith board trator chip. Each message incurs 4/31g n + O(1) gate
to have the value rev(i), delays in passing through the switch. The load ratio

We use only two board types. 3VG/7 hypercoticen- is n = I - 0( l- "/in). This switch can be imple-
trator chips. and vY barrel shifters in huiling tle inented in two diniensions with area O(n2 ) or in threv

switch. All 2vn boards in stages 1 and 3 are identi- dimensions with volume O(rtl+O). Table I shows re-
cal. as are all V/6i stage 2 boards. The barrel shifters source inea.mures for the Revsort-based switch and the
require 2,/n + Fig VG 1 = 2v/n + f(Ig 0)/2] data pins. values of i3 at which the switch of this section matches
The hardwiring of the barrel shifter control bit values them asymptotically.
call be performed after the boards have been fabri- The design is based on Leighton's Colunnsort al-
rat,,d. gorithii [3] lsr sortilng ? ,leinents on an r x ." mesh.

To see that the volume is E(13/2), we 0111ed o11lv where ii = r. ald s evenly divides I-. The idea behind
consider IIIe stage 2 stack, which has tie miost comU- this hart ial 'onrent rator switch is to (s - I) 2-nearsort
pont.s Each board coit ains a V/7-by-\/ hypercon- an 7 x s matrix of valid bits. As with the switch of
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Revsort Columnsort, Columnsort, Columnsort,
_________0_ 3=i 12 =5/8 )3 =344

pins per chip 0(n'1 2) 0(nl) /(n 
/
8) G(nJ / )

chip count E(n1 /2 ) 8(n1 1 2 ) )(n31 8 ) 9(n 1t 4 )
load ratio 1 - O(nl'1 /m) -1 - O(n/m) 1 - O(n3 1'/m) I - O(nl'/m)
gate delays 31gn+O(1) 21gn+O(1) lgn+O(1) 31gn + O(1)

volume 9(n3 2 ) 9(n312 ) I (n1 3/ 8 ) 9(n 7t 4)

Table 1: Resource measures for the Revsort-based partial concentrator switch and the values of # at which the Column-
sort-based switch matches them asymptotically.

major ordering, using the composition of functions
0 1 2 1 0 6 12 RM - 1 o CM. We connect the output wire Yl,j,i to
3 4 57 14 the input wire X2,(rj+i)mods,L(rj+i)/,J, for 0 < i < r6 7 82 8 14an 0 <j <
9 10 11 3 9 15 and0<j<s.

12 13 14 4 10 16 Once again, the output wires of the partial con-

15 16 17 5 11 17] centrator switch are the first m output wires of the
row-major column-major matrix in row-major order. We use wires Y2,j,i for

0< i < Lm/sJ and 0< j < s or i = [m/sj and
5: Row-major and column-major positions of ele- 0 < j < m mod s.

Figure : w oTo show that this circuit (s- 1) 2-nearsorts the valid. ments in a 6 x 3 matrix.
%i, bits, we first observe that its operation is equivalent

to the following algorithm, which corresponds to the

the previous section, the m output wires of the switch first three steps of Columnsort:

correspond to the first mn matrix entries. Algorithm 2 Given an r x s matrix of n elements,
We may identify a matrix entry by either its row where n = r, and matrix values of 0 or 1, perform

and column position or by its position in row-major the following three steps:
or column-major order. All numbering starts at 0.
Thus, the rows are numbered 0,1,..., r - 1 and the 1. Fully sort the columns.

columns are numbered 0,1. s - 1. The row-major
position of the matrix entry in row i and column j 2. Convert the matrix from column-major to row-

is RM(i,j) = si + j, and its column-major position major order, i.e., move the element in row i and

is CM(i,j) = rj + i. For example, Figure 5 shows column j to row [(rj + i)/sj and column (rj +

the row-major and column-major positions of a 6 x 3 i) mod s.

matrix. We have that 0 < RM(i,j),CM(i,j) < 3. Fully sort the columns.
n. The row and column position corresponding to
the entry in row-major position x is R,1-I(x) =Ithe( s entry in ow-majo poThe two stages of hyperconcentrator chips correspond
([x/sjxmods). to steps 1 and 3, and the wiring between the stages

The partial concentrator switch is built, from two corresponds to step 2. This correspondence between
stages, each stage containing s hyperconcentrator the circuit and Columnsort allows us to prove the fol-
chips. Since the hyperconcentrator chips are combi- lowing theorem.

national, so is the partial concentrator switch. Each
r-by-r hyperconcentrator chip corresponds to a col- Theorem 4 The Columnsort-based construction
umn of the underlying matrix, fully sorting the col- yields an (n, m, 1 - (s - 1)2/in) partial concentrator
utrn. We shall denote by Hj the jth hyperconcen- switch.
trator chip in stage i, for I = 1,2 and 0 < j < s, with
input wires Xi 0,o , , 1,,. . X 1j,.-1 and output wires Proof Leighton shows in [3] that Algorithm 2 is an

j,0, Yj, 1, .... ., <,,-.1. \Wires Xi,j,i and Y,i,i corre- (s- 1)2-nearsorter when the matrix elements are taken
spond to the matrix element in row i and column j. in row-major order. By Lemma 2, the circuit is an

The wiring between stages I and 2 corresponds (n, m, 1-(a-1) 2/M) partial concentrator switch when
to converting the matrix from column-major to row- the outputs are taken in row-major order. Dl

* 7



intcrstack connhectors

-- .Otput WUCS It)

' . .- , - - - ~ ~ } output twos pu~ ipi

V stage I stage 2

Figutre 7: T[he three-dimensional packaging of the
I H 2 Coluninsort-hased partial concentrator switch for r = 8

2 11.3 4 stae Iand s = 4. Each stack contains s chips, each of which
is an r-ltY-r hyperconcentrator. The wiring between the

V stages of chips performs the RM -' o C.4 permutation.
Figuire 6: A two-dimensional layout of the Column- The interstack connectors transpose the wires from verti-
sort-based partial concentrator switch with n = 32 inputs cal to horizontal alignment.
and m =18 outputs. The underlying matrix is 8 x 4. The
electrical paths established by 14 valid messages are shown
with heavy lines. The output, wires are the first five out-
put wires of hyperconcentrator chips; 12,0 anl 112.1 and
the first four output wires of hyperconcentrator chips 112.2

and H12 -1. inputs outputs

To achieve the results stated at the beginning of -----
this section, we let r- 6(il) and( s = (ri'-0). To
ensure that. it = rs and that s divides r as it increases,

*we require I hiat we have 1/2 < '3 < 1. Th'le load ratio, Fgte8 h rnpsto fu ie rmvria
is thenFiue8Thtrnosto ofnwiefomvtca

to horizontal alignment. shlown for tv 4, using volume
1- -1)2 (11,2).

.W1 -0 .7 and corresponding to one stage of hyperconcentrator
\li/ chips, and each board containing one r-by-r hyper-

The nunmher of chips is 2s = (,l).and each chip concentrator chip.

requires 2r' =-N"1 ) data pins. Tme tricky p~art, of this construction is the wviring
Thbe delay through the switcht is 2 2 Ig r* + 0( 1) =between stages, which mutst perform the permtita-

4 lgi + 0(1) Lettintg r < cnio + 0(71') for some con- tion RAil o C.11. Onl the first stack. we group to-
sant r. wve have thIat thle delay is getlter otitpit wires whose columin-major ntumberings

4 Igr ,0( 4 g~e 13+ oii'l ) + ( 1are congruent modtulo s, or eqtuivaletntly, those whose-
4 I r r 01) 4 g~iu~+ oit' ))+ 01)row numbers are congruent modulo s. Each suich
< .1 lg( (c + I )71 ) ( for stiff, large it) group contaitns i/s wvires. InI Figure 7, for example,

= 13 Ig it + 431 lg(r + I) since wve have s = I, wve group together wires "11()o

=-4 3 Ig it + 0( 1) and lto.101andl 111,0,5, 1H1,0,2 and J1itoc,r /11.0 3

and /Ii.,7, etc. InI order to allow themn to enter thme
A two-dimensional layout 1tsimtg 001 i

2
) area is shown stage 2 chips, these wires are then "transposed" in

in Figure 6. As in the Revsort-hased switch, we utse small ittrstack connectors t~o align them horizontally
n x n crossbar wiring to connect the stages. instead of vertically. F~igure 8 shows one way t~o trans-

Figure 7 shows a three-dimensional packaging oft lbe pose a group of r/.s wires in volumne E0((i-/s)-).

switch using volume 00r2 8) =0(111+;'). As it, Fig- Tbe first stack dlomuinates time volume of this con-

ure 6, we have r = 8 and s =1. There are, 1wo st rtct iont. We have s hoards, and each board contains
stacks of hoards, withI each stack cotntaitning s hoards a O( i-2 )-area Iyperconcentrator chip 1( anal 0(j.

2
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area wiring permutation. The total volume of each switch, incurring 4 Ig n Ig Ig n + 8 Ig n + O(lg Ig n) gate
stack is thus 0(r 2s) = E(+Yzi,,). There are s2 inter- delays. The switch uses a total of O(V/' lglg n) chips
stack connectors, each with volume O((r/s)2 ). for a in volume 0(n0/2 Iglgn).
total interstack volume of O(.2) = O(120). Since we Similarly, by simulating all eight steps of Column-
have 3 < 1, the total interstack volume is 0(n'+3). sort, we can build a hyperconcentrator switch with
The total volume of the partial concentrator switch is the same asymptotic volume and chip count as the
thus 0(n+ 3 ). partial concentrator switch of Section 5. A signal

For both the two-dimensional and three-dimension- passes through four chips and incurs 8/3 Ig n + 0(1)
al layouts. letting p, the number of pills per chip. he gate delays through such an n-by-n hyperconcentra-
(-)(r), we use only 0(s) = O(n/p) chips. 'Fhe three- tor switch.
dimensional lavout however, uses s2 = O((n/p))2 ) in- Rather than wondering how fast a multichip hyper-
terstack connectors, but these connectors contain only concentrator switch we can build, we might ask for
wiring and no active components. what functions f(p) can we build an (Q(f(p)), m. 1 -

o(p/m)) partial concentrator switch, given chips with
6 Concluding Remarks p pins and using only two stages of chips. The

Columnsort-based construction, for example, gives us

In this section, we briefly discuss the characteristics f(P) = p 2- for any 0 < c < 1. Can we achieve
of the partial concentrator switches we have seen and f(p) = Q(p 2)? In general, how large a function f(p)

then discuss multichip hyperconcentrator switches. can we achieve with k stages?

Finally, we pose some open questions. There may be E-nearsorters based on networks other

.r Both of the partial concentrator switches we have than the two-dimensional mesh to which we can ap-

examined are efficient in that they are relatively fast ply Lemma 2. What types of partial concentrator

and can be packaged with a relatively low volume, switches can we build by applying Lemma 2 to other

'rhey also allow air to flow through in all three di- e-nearsorters?

nuensions an(' may thus be air-cooled. Acknowledgements
The 3 parameter of the Coluninsort-based switch ako le ements

defines a tradeoff continuum for the characteristics of Thanks to Charles Leiserson for suggesting this line
the switch. As evidenced by Table 1, as the value of 3 of research and for his frequent help and guidance.
increases, so do the number of pins per chip, delay, and Thanks also to James Park for his helpful comments.
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